RELIABILITY OF LABORATORY DATA

GENERATED FOR COMPLIANCE WITH

DRINKING WATER REGULATIONS
A WHITE PAPER

Prepared for:

National Rural Water Association

2915 South 13th Street

Duncan, Oklahoma 73533

Submitted By:

Sanford Cohen & Associates 

(SC&A, Inc.)

1000 Monticello Court

Montgomery, Alabama 36117

By:

Name:
Charles R. Phillips


Title:
Vice President


September 15, 2005

RELIABILITY OF LABORATORY DATA GENERATED FOR COMPLIANCE WITH DRINKING WATER REGULATIONS

EXECUTIVE SUMMARY

When water systems are required to implement additional treatment based on analytical data that indicate maximum contaminant levels (MCL) are exceeded, the costs can be quite large and the impact significant, especially on the consumers of water provided by small systems.  The burden on small system consumers could even reach the point where decisions regarding other important health-related expenditures are affected, because water consumption costs are largely nondiscretionary. 

Where there is a clear indication of health impact, no one would deny the implementation of treatment.  However, the decision to install such systems should be based on the use of data of known quality with a clear understanding of their limitations prior to the forced expenditure of funds.  This is particularly true when the measured contaminant levels are statistically indistinguishable from MCLs, and for small water supplies where the economic impact on affected individuals can be relatively large.  

Realistic assessments of water quality measurements can be made only if the statistical uncertainties inherent in monitoring measurements of the various analytes of interest are explicitly recognized.  This study attempted to develop statistically sound procedures for evaluating such measurement uncertainties for ten regulated analytes, representing organic, inorganic, and radiological analyses.  The ten analytes selected were: arsenic, copper, lead, mercury, benzene, trichloroethylene, benzo(a)pyrene, 2,4,5-Tp (silvex) , gross alpha, and radium-226.  

Two proposed approaches to evaluating analytical data for its usability in determining compliance with drinking water MCLs are discussed.  The first method (Method A), considers actual compliance data collected from regulated sources and reported to demonstrate compliance.  The second (Method B) takes advantage of the vast amount of published data from the U.S. Environmental Protection Agency’s (EPA) Water Supply (WS) Study Performance program.  In both sets of data, the variance of the data reported is considered in establishing a confidence interval (95%) for each analyte and method.   The confidence interval extends equally on either side of the mean of the four quarterly values.  

Consider Case I, as illustrated in the figure below; where the mean is less than the MCL but the upper bound of the confidence interval exceeds the MCL.  Here the mean is below the MCL and the source is considered compliant.  While an argument could be made that the true concentration of the analyte could be greater than the MCL, there are mitigating factors, discussed in the full paper, which justify withholding enforcement actions until additional data are produced.

In Case II, the mean of the four measurements is greater than the MCL, but the lower bound of the confidence interval is less than the MCL.  Thus, the true value of the analyte’s concentration, even though the mean of the four measurements is above the MCL, cannot be considered with a reasonable degree of certainty to be above the MCL.
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In Case III, the lower bound of the confidence interval extends to the MCL, i.e., the mean minus the lower bound value is equal to the MCL.  We define the “Critical Value” (CV) to be the mean value indicated here. The CV is formulated to address the fact that quarterly data whose mean is no more than one-half the confidence interval above the MCL cannot be realistically considered to constitute an indication of non-compliance.

Our contention is that for enforcement purposes the CV, rather than the MCL, should be considered the compliance parameter, since its formulation explicitly recognizes the statistics inherent in the determination of the sample mean.  Thus, when the mean of the quarterly water quality measurement results falls below the CV, the supply system should be considered to be in compliance.  This approach would reduce the unwarranted burden placed on water producers when compliance data are at a level above the MCL, but statistically indistinguishable from the MCL.  Use of the CV in lieu of the MCL is a statistically justifiable approach to the use of compliance data.  Use of the CV would tend to eliminate forced treatment options that are unwarranted by the data and, in fact, would result in little or no health benefits.

To demonstrate the applicability of the Method A approach, the study obtained quarterly monitoring data that were submitted to a state for compliance purposes.  A subset of this data was used to calculate the CV from the standard deviations of the quarterly values for a number of analytes, although the number of reportable concentrations was limited for most analytes.  The Method A analysis for a subset of 12 water supply sources is documented in the full paper.

The Method B analysis calculated confidence intervals and CV using the results of the EPA Water Supply (WS) Study Performance program, except for the radiological analytes (gross alpha and Ra-226).  The data contain the historical results for PE samples run under the program for the analytes and methods of interest in this study.  In addition, other statistical information on the results, including regression analyses of the mean and standard deviations of reported values on the known concentrations, are included.  The regression analyses were repeated for the study with slightly different results (SCA results).  Critical values are calculated from standard deviations obtained from the regression analysis for each analyte and method.

The following table summarizes the findings for the CVs determined by Method B, using the mean CVs for all the methods for each analyte included in this study.  The composite value is the mean of the EPA and study values rounded to the nearest whole number, except for benzo (a) pyrene and mercury which are rounded to the nearest tenth, and copper, which is rounded to the nearest decade.  This composite CV is the recommended value to be used in lieu of the MCL for enforcement.  

Method B – Composite Critical Values

	Analyte
	Method
	MCL (ug/L)
	CV (EPA)
	CV (SCA)
	Composite CV

	Benzo (A) Pyrene
	Mean
	0.2
	0.29
	0.29
	0.3

	Mercury
	Mean
	2
	2.4
	2.4
	2.4

	TCE
	Mean
	5
	5.8
	5.8
	6

	Benzene
	Mean
	5
	5.7
	5.6
	6

	Ra-226
	Various
	5
	N/A
	6.8
	7

	Arsenic
	Mean
	10
	11.6
	11.8
	12

	Lead
	Mean
	15
	16.5
	16.5
	17

	Gross Alpha
	EPA 900
	15
	N/A
	16.8
	17

	2, 4, 5-TP Silvex
	Mean
	50
	65.2
	65.2
	65

	Copper
	Mean
	1300
	1358
	1357
	1360


With both of the proposed methods, Method A and Method B, compliance is determined by comparison of the mean of the quarterly measurements to the CV.  The CV is determined from the confidence interval for the mean of the associated quarterly analytical measurements; it is proposed here as an alternative to the MCL for enforcement purposes.  Use of the CV in lieu of the MCL is a statistically justifiable approach to the use of compliance data.  Use of the CV would tend to eliminate forced treatment options that are unwarranted by the data and, in fact, would result in little or no health benefits.

1.0 Introduction

When water systems are required to implement additional treatment based on analytical data that indicate maximum contaminant levels (MCL) are exceeded, the costs can be quite large and the impact significant, especially on the consumers of water provided by small systems.  In the case of large systems where the costs are borne by a large number of customers, the individual costs for additional treatment may be insignificant; however, these costs can present a major burden for small system consumers.  This burden on small system consumers could even reach the point where decisions regarding other important health-related expenditures are affected, because water consumption costs are largely nondiscretionary. 

While no one would deny the implementation of treatment where there is a clear indication of health impact, the decision to install such systems should be based on the use of data of known quality with a clear understanding of their limitations prior to the forced expenditure of funds.  This is particularly true when the measured contaminant levels are statistically indistinguishable from MCLs, and for small water supplies where the economic impact on affected individuals can be relatively large.  

Drinking water regulations, federal and state, require that drinking water supplies meet compliance standards, MCLs, for a large number of analytes.  The MCLs are generally based on available data regarding acceptable health risks for the wide range of contaminants regulated.  While the uncertainties associated with these risk data are usually relatively large, MCLs are treated as “absolute” and “not to be exceeded” values.  In addition, the analytical data developed in the analysis of drinking water samples collected for compliance with the regulations may have a high degree of analytical uncertainty.  The relative degree of uncertainty for any analyte depends on a number of factors including, the method and instrumentation available for analysis; the laboratory performing the analysis; interferences from other contaminants, including natural and laboratory generated contaminants; and factors associated with sample collection and shipping.  Many of these factors are difficult to impossible to quantify, and much of the analytical data produced for compliance are not reported with even an estimate of the associated uncertainty, with radiological analyses being general exceptions to non-reporting of at least some qualifier of uncertainty.   To further compound the problem, many MCLs are very near the minimum detection limit (MDL) or minimum reporting limits (MRL) for even the most sensitive of instruments.  

The analytical method and detection limit required for compliance demonstration are usually defined for each analyte subject to federal regulation.  However, there is no consistent method for determining detection limits or for establishing reporting limits relative to the MDLs.  There is an obvious need of having these two values sufficiently lower than the MCL to provide an indication of approaching limits.  In addition, the uncertainty associated with values reported around the MRL should be sufficiently small to provide a measure of confidence that the MCL is not exceeded.  On the other hand, when values are reported at levels above the MCL, it is prudent to consider the analytical uncertainty contained in those results when making decisions regarding treatment options, in order to maintain treatment costs consistent with health concerns. 

2.0
Study Approach
Realistic assessments of water quality measurements can be made only if the statistical uncertainties inherent in monitoring measurements of the various analytes of interest are explicitly recognized.  This study attempted to develop statistically sound procedures for evaluating such measurement uncertainties for 10 regulated analytes, representing organic, inorganic, and radiological analyses.  

Ten analytes were selected for the study: arsenic, copper, lead, mercury, benzene, trichloroethylene, benzo(a)pyrene, 2,4,5-Tp (silvex) , gross alpha, and radium-226.  Arsenic, copper, lead, and mercury are significant because of their toxicity.  Arsenic, copper and lead are ubiquitous in surface and groundwater and all are measured by several different methods.  Benzene and TCE are two volatile organics with health significance and wide geographic occurrence and are measured using two different detectors.  Benzo(a)pyrene is a semivolatile organic that is ubiquitous, and is typically measured by either Gas Chromatographic/Mass Spectrometry (GC/MS) or High Performance Liquid Chromatography HPLC.  2,4,5-TP (silvex) is a chlorinated herbicide that is found in many groundwater sources, and herbicide analyses are difficult to perform.  Gross alpha and Ra-226 are measured using radiation analyses; they require completely different analysis methods.  These analyses are run routinely to ensure compliance.

An extensive literature search was performed to identify published information on previous studies on similar tasks and to determine if additional data exist for analysis.  Additionally, the search attempted to identify previous efforts advocating the consideration of measurement uncertainty when assessing compliance analytical data.  The results of such a study would be used to identify previous methodology and approaches to the treatment of compliance monitoring data, or to eliminate the need for additional efforts such as this study.  Several papers were identified which addressed the uncertainty of analytical results and the ability of certified laboratories to produce data of known quality.  However, no literature that directly addresses the incorporation of analytical uncertainty into compliance decision-making was found.  The literature search sources and methodology are discussed in Appendix A.

Two proposed approaches to evaluating analytical data for its usability in determining compliance with drinking water MCLs are discussed.  The first method (Method A), considers actual compliance data collected from a regulated source and reported to demonstrate compliance.  The second (Method B) takes advantage of the vast amount of published data from the U.S. Environmental Protection Agency’s (EPA) Water Supply (WS) Study Performance program.  For more than twenty years, the EPA has offered laboratory Performance Evaluation (PE) studies to assess the proficiency of certified laboratories testing drinking water samples.  The WS study is conducted twice annually on PE samples, samples with known quantities of regulated chemical, microbiological, and radiological contaminants, including those selected for this study, with the exception of the radiological parameters.  

The Method B approach has the advantage of incorporating a large amount of data produced by a large number of certified laboratories over a considerable time frame.  However, the study is a single blind study; thus the laboratories knew that they were analyzing PE samples and had a vested interest in performing well.  In addition, other variables associated with collection and environmental factors do not affect the variance of the results.  While these additional factors affect the data for a Method A evaluation, these data suffer from the fact that they are produced by a laboratory whose performance can not be independently evaluated, but it is presumably certified by some agency to perform the indicated analyses.  Additionally, the analytical method employed in producing the data is not identified.

The details of the statistical methodology used for the analyses are not discussed in the body of this report, but they may be found in Appendix B, for those interested.  In both sets of data, i.e., compliance and PE, the variance of the data reported is considered in establishing a confidence interval (95%) for each analyte and method.  The confidence interval extends equally on either side of the mean of the four quarterly values.  Consider Case I, as illustrated in the figure below, where the mean is less than the MCL but the upper bound of the confidence interval exceeds the MCL.  An argument could be made that the true concentration of the analyte could be greater than the MCL.  However, the following mitigating factors should be considered:

· The chronic, rather than acute, nature of the health risks for most regulated analytes, as well as the conservative application of health risk data in standards development

· The economic penalty which could be imposed where an analyte’s concentration, based on one year’s data, may be only slightly above but statistically indistinguishable from the MCL

· Given the chronic nature of the health risks, there are minimal consequences, with concentrations near the MCL, in delaying the decision to require additional treatment until additional data are available
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In Case II, illustrated above, the mean of the four measurements is greater than the MCL but the lower bound of the confidence interval is less than the MCL.  Thus, the true value of the analyte’s concentration, even though the mean of the four measurements is above the MCL, can not, with a reasonable degree of certainty, be considered to be above the MCL.

In Case III, the lower bound of the confidence interval extends to the MCL, i.e., the mean minus the lower bound value is equal to the MCL.  We define the “Critical Value” (CV) to be the mean value indicated here. The CV is formulated to address the fact that quarterly data whose mean is no more than one-half the confidence interval above the MCL can not be realistically considered to constitute an indication of non-compliance.

Our contention is that for enforcement purposes the Critical Value, rather than the MCL, should be considered the compliance parameter, since its formulation explicitly recognizes the statistics inherent in the determination of the sample mean.  Thus, when the mean of the quarterly water quality measurement results falls below the Critical Value, the supply system should be considered to be in compliance.  This approach would reduce the unwarranted burden placed on water producers when compliance data are at a level above the MCL but statistically indistinguishable from the MCL.

3.0
Results

3.1
Method A:  Quarterly Monitoring Data
Possibly the most direct way to determine confidence intervals and thus, Critical Values, is to use quarterly generated compliance monitoring data for a given analyte and source.  These values represent the actual analyte concentration and include the variance of the source concentrations, sampling, and analytical analyses.  

To demonstrate the usability of this type of data, the study obtained quarterly monitoring data for arsenic submitted to a state for compliance purposes.  A subset of this data is presented in Table 3-1 with Critical Values calculated from the standard deviations of the quarterly values for 12 water supply sources according to (See Appendix B):
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Where:



s =
standard deviation of the 4 quarterly measurements



n =
number of measurements (4 quarterly measurements)

Table 3-1:
Method A – Quarterly Compliance Measurements

	Analyte
	Water

Source
	MCL (ug/L)
	Quarter #1
	Quarter #2
	Quarter #3
	Quarter #4
	Mean
	Critical Value

	Arsenic
	A
	10.0
	2.8
	2.4
	2.5
	3.1
	2.7
	10.5

	Arsenic
	B
	10.0
	10.3
	11.0
	12.2
	12.0
	11.4
	11.4

	Arsenic
	C
	10.0
	21.0
	20.0
	19.0
	19.0
	19.8
	11.5

	Arsenic
	D
	10.0
	19.0
	21.0
	22.0
	20.0
	20.5
	12.1

	Arsenic
	E
	10.0
	20.0
	18.0
	17.0
	23.0
	19.5
	14.2

	Arsenic
	F
	10.0
	20.0
	21.0
	17.0
	20.0
	19.5
	12.8

	Arsenic
	G
	10.0
	20.0
	17.0
	19.0
	20.0
	19.0
	12.3

	Arsenic
	H
	10.0
	4.7
	2.2
	4.9
	3.3
	3.8
	12.0

	Arsenic
	I
	10.0
	5.0
	6.0
	7.0
	5.0
	5.8
	11.5

	Arsenic
	J
	10.0
	6.0
	6.0
	6.0
	8.0
	6.5
	11.6

	Arsenic
	K
	10.0
	14.0
	12.0
	12.0
	13.0
	12.8
	11.5

	Arsenic
	L
	10.0
	7.6
	11.0
	9.0
	6.9
	8.6
	12.9


The critical values for the reported data depend on the standard deviations of the four measurements, as indicated by the equation above.  Compliance of a water system with regard to a given analyte would be determined by whether the mean of the quarterly measurements exceeds the corresponding CV.  Thus, if the mean of the four quarterly measurements of a given analyte were to exceed the CV, the water system would be out of compliance; conversely, if the mean were equal to or less than the CV, the system would be considered to be compliant. 

Quarterly monitoring data for additional analytes were subjected to the Method A analysis.  There were so few data reported with detectable values that they are not presented.  

3.2
Method B:  EPA Water Supply Study Data

This method for calculating confidence intervals and Critical Values employed the results of the EPA Water Supply (WS) Study Performance program, except for the radiological analytes (Gross Alpha and Ra-226).  These data and their associated statistical evaluations are available at the web address www.epa.gov/waterscience/methods/wsdata.html.  The data contain the historical results for PE samples run under the program for the analytes and methods of interest in this study.  In addition, other statistical information on the results, including regression analyses of the mean and standard deviations of reported values on the known concentrations are included. Critical Values are calculated from standard deviations obtained from the regression analysis for each analyte and method according to:
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Where:



b and m are constants obtained from the regression on the WS data

The linear regression analyses were repeated in this study to verify the values reported by EPA.  The results that were obtained in this study were not consistent with those reported by EPA, so they were used to calculate Critical Values and both are reported in Table 3-2, below.  

The results reported for radionuclides, gross alpha and radium-226, in Table 3-2 were obtained from the results of performance evaluation studies conducted by a private provider of standard samples, since they were not included in the WS study.  The amount that the Critical Value exceeds the MCL, as seen in Table 3-2, varies with analyte and, to a lesser degree, for each method within an analyte.   

	Table 3-2:
Method B – EPA WS Data Calculated Critical Values



	Analyte
	Method
	MCL (ug/L)
	Critical Value (EPA)
	Critical Value (SCA)

	Arsenic
	206.2 (Platform)
	10
	11.3
	11.1

	Arsenic
	206.2 (Off-the-wall)
	10
	11.8
	11.5

	Arsenic
	200.7
	10
	11.4
	10.9

	Arsenic
	200.8
	10
	10.6
	11.6

	Arsenic
	200.9
	10
	11.0
	12.1

	Arsenic
	206.3
	10
	13.0
	12.9

	Arsenic
	200.7A
	10
	11.4
	11.4

	Arsenic
	301A-VII
	10
	12.2
	13.3

	Arsenic
	3113B
	10
	11.4
	11.1

	Arsenic
	3114B
	10
	12.8
	12.6

	Arsenic
	Other
	10
	11.0
	11.0

	 
	Mean
	 
	11.6
	11.8

	Copper
	200.7
	1300
	1353
	1354

	Copper
	200.8
	1300
	1363
	1366

	Copper
	200.9
	1300
	1373
	1369

	Copper
	220.1
	1300
	1348
	1348

	Copper
	220.2
	1300
	1365
	1366

	Copper
	3113B
	1300
	1368
	1351

	Copper
	3111B
	1300
	1348
	1352

	Copper
	3120B
	1300
	1369
	1352

	Copper
	D1688-90A
	1300
	1340
	1366

	Copper
	Other
	1300
	1353
	1350

	
	Mean
	
	1358
	1357

	Lead
	200.8
	15
	15.9
	15.9

	Lead
	200.9
	15
	16.4
	16.4

	Lead
	239.2
	15
	16.5
	16.49

	Lead
	3113B
	15
	16.7
	16.84

	Lead
	Other
	15
	16.8
	16.72

	
	Mean
	
	16.5
	16.46

	Mercury
	245.2
	2
	2.3
	2.3

	Mercury
	245.1
	2
	2.3
	2.3

	Mercury
	200.8
	2
	2.5
	2.5

	Mercury
	3112B
	2
	2.4
	2.5

	Mercury
	Other
	2
	2.4
	2.3

	 
	Mean
	
	2.4
	2.4

	2, 4, 5-TP Silvex
	13 (515.1)
	50
	64.7
	65.6

	2, 4, 5-TP Silvex
	15 (515.2)
	50
	64.8
	66.3

	2, 4, 5-TP Silvex
	17 (555)
	50
	63.6
	65.9

	2, 4, 5-TP Silvex
	99 (Other)
	50
	64.8
	62.9

	
	Mean
	
	65.2
	65.2

	Benzene
	502.1
	5
	5.9
	5.8

	Benzene
	524.1
	5
	5.8
	5.6

	Benzene
	524.2
	5
	5.6
	56

	Benzene
	502.2
	5
	5.6
	5.6

	Benzene
	Other
	5
	5.5
	5.6

	
	Mean
	
	5.7
	5.6

	Benzo (A) Pyrene
	525.2
	0.2
	0.29
	0.29

	Benzo (A) Pyrene
	550
	0.2
	0.26
	0.23

	Benzo (A) Pyrene
	550.1
	0.2
	0.32
	0.31

	Benzo (A) Pyrene
	525.1
	0.2
	0.31
	0.32

	Benzo (A) Pyrene
	Other
	0.2
	0.29
	0.31

	
	Mean
	
	0.29
	0.29

	Trichloroethane
	502.1
	5
	6.0
	6.1

	Trichloroethane
	524.1
	5
	6.0
	6.0

	Trichloroethane
	524.2
	5
	5.6
	5.6

	Trichloroethane
	502.2
	5
	5.8
	5.8

	Trichloroethane
	Other
	5
	5.6
	5.6

	
	Mean
	
	5.8
	5.8

	Ra-226
	Various
	5
	
	5.5

	Gross Alpha
	EPA 900
	15
	
	20.0

	
	
	
	
	


4.0 Discussion

4.1
Method A:  Quarterly Monitoring Data
The application of this method for compliance determination requires only the calculation of the mean and standard deviation of the four quarterly measurements for a given water source.  Using these values, the CV would be determined according to the equation in Section 3.1, above.  Any set of four quarterly measurements whose mean was equal to or less than the associated CV would be compliant, according to this method of judging compliance.  

To discourage the production or use of data with excessive variance, the use of this methodology would likely require that some limitation be placed on the use of such data.  The use of data with excessive variance might result in a CV which would pass data whose mean value represents unacceptable risk.  To prevent the use of compliance data with unacceptable reproducibility, guidelines limiting the CV to some multiple of the MCL or restricting the use of data based on its relative variance should be developed.  

4.2
Method B:  EPA Water Supply Study Data

Table 4-1 summarizes the findings for the Critical Values determined by Method B, using the mean Critical Values, as shown in Table 3-2, for all the methods for each analyte included in this study.  The composite value is the mean of the EPA and study values rounded to the nearest whole number, except for benzo (a) pyrene and mercury which are rounded to the nearest tenth, and copper, which is rounded to the nearest decade.  This composite Critical Value is the recommended value to be used in lieu of the MCL for enforcement.  

Table 4-1:
Method B – Composite Critical Values

	Analyte
	Method
	MCL (ug/L)
	CV (EPA)
	CV (SCA)
	Composite CV

	Benzo (A) Pyrene
	Mean
	0.2
	0.29
	0.29
	0.3

	Mercury
	Mean
	2
	2.4
	2.4
	2.4

	TCE
	Mean
	5
	5.8
	5.8
	6

	Benzene
	Mean
	5
	5.7
	5.6
	6

	Ra-226
	Various
	5
	N/A
	6.8
	7

	Arsenic
	Mean
	10
	11.6
	11.8
	12

	Lead
	Mean
	15
	16.5
	16.5
	17

	Gross Alpha
	EPA 900
	15
	N/A
	16.8
	17

	2, 4, 5-TP Silvex
	Mean
	50
	65.2
	65.2
	65

	Copper
	Mean
	1300
	1358
	1357
	1360


The differences between the Composite CV and MCL range from a low of 4.6% for copper to a high of 50% for benzo (a) pyrene; these are not strongly related to the MCL.  The degree of difference between the CV and MCL is likely related to the capability of the analytical methodology and the associated instrumentation to quantifying an analyte’s level in a reproducible manner at values near the MCL.  Graphic comparisons of the CVs determined in this study to the MCLs, for both our and the EPA statistical analyses, are presented in the section labeled “Figures.”  

5.0
Conclusions

Two approaches are identified for the treatment of analytical data generated by certified laboratories for the purpose of demonstrating compliance with regulated analytes in drinking water.  Each approach considers a different set of data, but recognizes and evaluates the uncertainty associated with analytical analyses produced for compliance purposes.  The first approach (Method A) considers monitoring data generated for a given analyte and water source, and evaluates the uncertainty associated with the mean of four quarterly measurements.  The data includes the uncertainty associated with all sources of uncertainty from collection through laboratory analysis.  The compliance for each source is evaluated independently based on the mean of the four measurements and its relationship to the CV, calculated from the variance of the data.  To prevent the use of highly variant results, it may be necessary to develop criteria for restricting the use of such data for this type of compliance determination.

The second approach (Method B) is based on the analytical uncertainty associated with laboratory analyses of samples prepared with known analyte concentrations.  These PE samples are prepared and analyzed for the purpose of evaluating laboratories certified by states and/or the EPA.  The vast amount of data generated by the EPA WS study is used in this approach as the basis of evaluating analytical uncertainty for the analytes chosen for this study.

With both of the proposed methods, Method A and Method B, compliance is determined by comparison of the mean of the quarterly measurements to the Critical Value (CV). The Critical Value is determined from the confidence interval for the mean of the associated quarterly analytical measurements; it is proposed here as an alternative to the MCL for enforcement purposes.  Use of the Critical Value in lieu of the MCL is a statistically justifiable approach to the use of compliance data.  Use of the Critical Value would tend to eliminate forced treatment options that are unwarranted by the data and, in fact, would result in little or no health benefits.

FIGURES
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APPENDIX A

LITERATURE SEARCH METHODOLOGY

APPENDIX A:  LITERATURE REVIEW 

A literature review was performed to assess the reliability, accuracy, and/or degree of analytical uncertainty associated with measurement techniques for quantifying levels of drinking water contaminants.  Targeting relevant data on this topic required the identification of all pertinent data sources, use of precise search terms/concepts, and a systematic and thorough review of all search results.

This section of the report describes the information sources used for identifying potentially applicable data, development of a search strategy, and the process of screening and reviewing literature search results for selection of potentially applicable documents.

A.1 
INFORMATION SOURCES

DIALOG, a commercial online information retrieval system, was used as the primary source for identification of potentially pertinent data.  This information source was selected for its comprehensive content, variety of topics, and powerful search engine.  

The Internet was also used for searching the open literature, using Web-based search engines that access academic data collections, library catalogs, subject-specific collections, etc.   

A brief description of these data sources is presented below.

A.1.1 
Dialog

Overview of DIALOG.  The DIALOG Information Retrieval System is comprised of more than 600 independent databases covering a broad spectrum of disciplines.  It is particularly noted for its in-depth data collections that focus on science and technology, chemistry, engineering, energy, environment, geology, hydrology, government regulations, health and safety, medicine, and biotechnology.  This compilation of databases is drawn from the world’s most respected and authoritative sources.

Individual records within each database contain numerous searchable indexed fields (e.g., title, author, source document, publication year, etc.).  In addition, database providers develop controlled vocabulary (e.g., keyword and descriptor fields), which enhance the accessibility of the information.  Using these indexed fields and controlled vocabulary, search strategies can be designed to capture the universe of available information with specific fields; or the identification of data can be focused using precise search statements that link indexed fields and keywords/ phrases with boolean operators (e.g., AND, OR, NOR) and/or proximity operations (i.e., word connectors that specify the physical distance between search terms).

Selection of Databases.  Due to the volume of information and variety of topics covered, DIALOG has organized related databases into major subject collections, such as environment, engineering, energy, government, medicine, food, pharmaceuticals, etc.  Each major subject collection is further categorized by databases with specific types of information (e.g., research, news, company information, directories).  These groupings allow the researcher the ability to perform a comprehensive query of multiple, similar databases with one search statement. 

Using the “Chemistry Research” subgroup under the “Chemistry” subject collection and the “Energy and Environment Research” subgroup under the “Environment” subject collection, eight independent databases (i.e., Analytical Abstracts, Chemical Engineering and Biotechnology Abstracts, Ei Compendex, Environmental Bibliography, JICST, NTIS, PASCAL, and SciScience) were selected for conducting our literature search.  A summary description of these databases is presented below.

· Analytical Abstracts is devoted to all aspects of analytical chemistry: general applications, inorganic chemistry, organic chemistry, pharmaceutical chemistry, environmental science, agriculture, instrumentation, etc.  The database contains references with abstracts from approximately 1,300 journals, 260 of which are core journals, as well as information gathered from conference papers, books, equipment manufacturers’ application notes, and technical reports. 
· Chemical Engineering and Biotechnology Abstracts corresponds to the print publications Chemical Engineering Abstracts and Biotechnology Abstracts, which were produced jointly by The Royal Society of Chemistry and DECHEMA, the German Society for Chemical Equipment, Chemical Technology and Biotechnology.  From January 2000 forward, they are produced only by DECHEMA.  Records contain abstracts with chemical process and reaction engineering information, as well as bibliographic information.

· Ei Compendex contains the electronic version of the Engineering Index, which provides abstracted information from the world’s significant engineering and technological literature.  The Compendex database provides worldwide coverage of approximately 4,500 journals and selected government reports and books.  Subjects covered include: civil, energy, environmental, geological, and biological engineering; electrical, electronics, and control engineering; chemical, mining, metals, and fuel engineering; mechanical, automotive, nuclear, and aerospace engineering; computers, robotics, and industrial robots.  In addition to journal literature, over 480,000 records of significant published proceedings of engineering and technical conferences formerly indexed in Ei Engineering Meetings® are also included.
· Environmental Bibliography database provides access to the contents of periodicals dealing with the environment.  Coverage includes periodicals on water, air, soil, and noise pollution; solid waste management; health hazards; urban planning; global warming; and many other specialized subjects of environmental consequence.  More than 400 of the world’s journals concerning the environment are scanned to create Environmental Bibliography.  Journals represented are from the world’s major publishers in science and technology (e.g., Elsevier/Pergamon, Kluwer Academic, John Wiley & Sons, Blackwell, Plenum, and Springer), as well as from smaller publishers from many parts of the world. Many university press, society, and private publications are covered as well, some of which are available only on the Internet.  Environmental Bibliography covers conference papers and journal articles dating from 1973.  
· JICST is a comprehensive bibliographic database covering literature published in Japan from all fields of science, technology and medicine.  The file contains publications from the Japan Science and Technology Corporation, Information Center for Science and Technology (JICST).  JICST covers over 6,000 journals and serials, in addition to conference papers, preprints, technical reports, and other non-periodicals published by the Japanese government or local governments.

· National Technical Information Services (NTIS) consists of summaries of U.S. government-sponsored research, development, and engineering, plus analyses prepared by federal agencies, their contractors, or grantees.  It is the means through which unclassified, publicly available, unlimited distribution reports are made available for sale from agencies such as NASA, DOD, DOE, HUD, DOT, Department of Commerce, and some 240 other agencies.  Additionally, some state and local government agencies now contribute summaries of their reports to the database.  NTIS also provides access to the results of government-sponsored research and development from countries outside the United States.  Organizations that currently contribute to the NTIS database include: the Japan Ministry of International Trade and Industry (MITI); laboratories administered by the U.K. Department of Industry; the German Federal Ministry of Research and Technology (BMFT); the French National Center for Scientific Research (CNRS); and many more.
· PASCAL, produced by the Institut de l’Information Scientifique et Technique (INIST) of the French National Research Council (CNRS), provides access to the world’s scientific and technical literature, and includes about 450,000 new citations per year.  Available in machine-readable form since 1973, PASCAL corresponds to the print publication Bibliographie Internationale (previously Bulletin signalétique).  Each citation includes the article’s original title, and, in most cases, a French translated title; for material since 1973, an English translated title is also provided.  The files breakdown by language is English 63%, French 12%, Russian 10%, German 8%, and other language 7%.

· SciSearch is an international, multidisciplinary index to the literature of science, technology, biomedicine, and related disciplines produced by Thomson (ISI7).  SciSearch contains all of the records published in the Science Citation Index7 (SCI7), plus additional records from the Current Contents7 publications.  SciSearch is distinguished by some important and unique characteristics.  First, journals indexed are selected on the basis of several criteria, including citation analysis, resulting in coverage of the most significant publications in the scientific, technical, and biomedical literature.  Second, in addition to the more conventional retrieval methods, SciSearch offers citation indexing, which permits searching by cited references.  For records added since January 1991, author abstracts, author keywords and KeyWords PlusJ may be searched.  SciSearch indexes all significant items (articles, review papers, meeting abstracts, letters, editorials, book reviews, correction notices, etc.) from approximately 4,500 major scientific and technical journals.  Some 3,800 of these journals are further indexed by the references cited within each article, allowing for citation searching.  An additional 700 journals indexed have been drawn from ISI Current Contents series of publications.

Search Statement and Identification of Records.  In addition to choosing the most appropriate databases, a well-designed literature search also requires the judicious selection of search terminology or keywords.  In behalf of this work assignment, the following two broad search statements were used to query the eight databases for information regarding:

(drinking water OR water) AND (analy? OR detectable limit? OR detectable level? OR sampling?)


(drinking water OR water) AND (compliance? OR enforce?) 

These queries resulted in the identification of a total of 111 document titles, which were reviewed for their potential relevance to the topic.  Based on this review, a complete bibliographic citation was retrieved for six publications, which were considered most likely to address this issue.  

A.1.2 
Internet Web-Based Search Engines

The Internet is a collection of information stored on a network of interlinked computers physically located throughout the world.  Accessing this electronic media provides a means of (1) logging in and interacting with other computers on the Internet (e.g., commercial, academic, educational, medical, scientific databases), (2) searching a vast collection of text, graphic images, sounds, etc., through the World Wide Web (Web), (3) transferring files between computers, and (4) exchanging correspondence (i.e., e-mail).

In behalf of this literature search, general Web-based search engines, such as Google, were used to identify sites that may contain specific analytical data of drinking water, as well as specific, more esoteric data collections (e.g., Environmental Protection Agency (EPA) Ground Water and Drinking Water sites, National Institutes of Health databases, Health Physics Journal articles).  

Search engines available on the Internet generally do not offer the range and power of search options included in DIALOG.  Therefore, the inability to develop a precise search statement requires the Internet query to simply be a combination of two or three keywords.  Internet sources of information related to drinking water analysis, compliance, and enforcement resulted in the identification of ongoing inter-laboratory studies being conducted by the EPA and several relevant journal articles.  

A.2 
SUMMARY

SC&A, Inc. conducted a thorough review of the published literature.  Comprehensive sources of information were accessed using judiciously selected keywords and well-defined search statements.  Resultant information was methodically reviewed and assessed for its potential use in satisfying the objective of this study.

APPENDIX B

TECHNICAL APPROACH

APPENDIX B:  TECHNICAL APPROACH

OVERVIEW

The common rule of thumb to the effect that “95% of the observations in a normal distribution lie in the interval mean ± 2 sigma” is not quite correct.  What is correct (to three decimal places) is that, for any value, x, randomly sampled from the distribution, μ – 1.960σ < x < μ + 1.960σ with 95% confidence.  It is important to note here that μ and σ denote the true (population) mean and standard deviation, respectively, of the distribution of interest.

If four values of x are randomly selected instead of just one, then the Central Limit Theorem states that the standard deviation of the sample mean
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 will be smaller than that of a single observation, x, specifically the standard deviation of 
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 will be σ/2 (σ/√n, where n is the number of samples taken).  For the mean of four observations:

μ – 1.96σ/2 < 
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 < μ + 1.96σ/2

with 95 % confidence.  If this inequality is solved for the population mean μ, we get 


[image: image11.wmf]x

 – 1.96σ/2 < μ < 
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 + 1.96σ/2

also with 95% confidence.  The inequality
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 – 1.96σ/2 < μ < 
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 + 1.96σ/2 describes the “95% confidence interval for μ,” and the quantity E = 1.96σ/2 that is added to and subtracted from the sample mean in formulating this estimate is the “standard error” of the sample mean.  It follows then that there is no statistically significant indication that the water system is in noncompliance so long as the quantity 
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 - 1.96σ/2 does not exceed the applicable MCL.  
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 - 1.96σ/2 < MCL can alternatively be written as 
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 < MCL +1.96σ/2; therefore the water system should not be found to be in noncompliance so long as 
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 does not exceed the “Critical Value” defined by the relationship CV = MCL +1.96σ/2, i.e., the compliance criterion should be: 
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 < CV

It is important to reiterate here that the relation CV = MCL +1.96σ/2 is appropriate only when the population standard deviation σ (or a reliable estimate of it) is available.

We propose two methods for determining the CV for water compliance data.

METHOD A

If σ is unknown and there is no highly reliable estimate of it (the “small sample case”), then one has only the sample standard deviation, s, of the four quarterly measurements available as an indicator of variation in measurement values; this means that the t distribution is required.  In this situation, the two-tail value z = 1.96 becomes irrelevant; instead t = 3.182 is the relevant parameter.  Now the confidence interval previously stated as “
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 – 1.96σ/2 < μ < 
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 + 1.96σ/2” becomes “
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 – 3.182s/2 < μ < 
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 + 3.182s/2, i.e., the standard error is now E = 3.182s/2.  The compliance criterion,
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 < CV
remains correct, but now the Critical Value must be described by CV = MCL + 3.182s/2.  The increase in the multiplier from 1.960 to 3.182 is a reflection of an ever-present reality in statistics: a reduction in knowledge always increases uncertainty.

Example

Suppose, for example, that the following quarterly measurements (in
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) of arsenic for a certain community water system: 

{10.0, 11.0, 11.7, 11.9}

Then the mean arsenic level is 
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= 11.2
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, which is greater than the MCL of 10
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.  However, calculating the CV, CV = MCL + 3.182s/2, as 11.4
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.  Therefore, since the mean of the quarterly values, 11.2
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,  is less than the Critical Value,
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, the water system would be in compliance in this instance. 
METHOD B

As mentioned previously, the results of substantial performance evaluation (PE) studies have been published for most analytes; in particular, the standard deviations (values of s) of the measurements made by a number of certified labs are available in most cases.  In applications of statistics, the following principle is almost universally accepted: For large samples (i.e., those consisting of more than 30 measurements), the sample standard deviation s is an acceptable estimate of the population standard σ.  It was also found in the PE studies that the sample means values 
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 were extremely close to the certified QC values, T.  Observing these facts leads to the following alternative approach to the determination of the critical value CV:

i) Determine the regression relationship s = mT + b from the QC studies

ii) Use this relationship to estimate the sample standard deviation of the relevant QA study measurements as s = m
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 + b

iii) Use this value of s as an approximation of  σ in the calculation of the critical value, CV

The details of this methodology are as follows:

For compliance 
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 - 1.96σ/2 < MCL is required, i.e., 
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≤ MCL must hold.  Solving this last inequality for the sample mean of the four quarterly measurements gives 
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.  Therefore, under Method B the critical value becomes

CV =
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Application of the approach of Method B is illustrated by the following example.

Example

The PE studies for measurement of arsenic yield the regression relationship 
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, where S denotes the PE measurements standard deviation and T denotes the certified concentration of the PE samples.  Therefore the relevant mean and intercept in this example are 
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.  Since the MCL in this scenario is MCL =
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, we get the corresponding critical value as:

CV =
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Suppose, for example, that the following quarterly measurements (in
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) of arsenic were determined for a certain community water system: 

{10.9, 9.4, 10.7, 9.8}

Then the mean arsenic level is 
[image: image44.wmf]x

= 10.2
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, the water system would be in compliance in this instance. 
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